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CERN – A Worldwide Collaboration01.
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Fundamental Research – The Building Blocks of the Universe01.
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World’s largest scientific instrument
27km, 6000+ superconducting magnets

Emptiest place in the solar system 
High vacuum inside the magnets

Hottest spot in the galaxy 
During Lead ion collisions create temperatures 100 000x hotter than the heart of the sun; 

Fastest racetrack on Earth
Protons circulate 11245 times/s (99.9999991% the speed of light) 

The Large Hadron Collider – A Marvel of Technology 01.
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CERN Accelerator Complex is unique installation
Therefore, we have to face unique challenges

Control and Operations
Million of sensors, large number of control devices, front-end equipment, etc.
Many critical systems: Cryogenics, Vacuums, Machine Protection, etc.  

The Large Hadron Collider – An Extremely Complex Instrument01.
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150 Million of sensor
Control and detection sensors

Massive 3D camera
Capturing 40+ million collisions per second

The Experiments – ATLAS, CMS, ALICE and LHCb Detectors01.
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The Experiments - Millions of Collisions Per Second01.
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What are the Challenges Ahead - Toward High Luminosity02.
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Exiting future for scientists but a huge challenge for the engineers 

The constant to push the machine to its limits
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CERN’s Database Status – More Data and Faster02.
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CERN’s Accelerator Logging Service – Control IoT System02.

CERN’s Journey into Big Data and Analytics

comprehensive set of metadata to dynamically filter 
the data of long-term interest. 

• A powerful distributed Java API is the sole means of 
extracting data from the databases, which includes a 
command line interface. Applications wishing to use 
the API must be pre-registered. At the time of writing 
there are 124 applications registered to a 
heterogeneous client community, which collectively 
account for an average of 5 million extraction 
requests per day. Direct SQL access is not permitted. 

• A generic Java GUI called TIMBER is also provided 
as a means to visualize and extract logged data.  The 
tool is heavily used, with more than 800 active users.  

 
Figure 2: Logging Vervice architecture overview. 

The Java APIs for both logging and extracting data are 
significantly optimized for performance, and more 
importantly – service stability.  For data extraction 
clients, the fact that database access is actually made in a 
distributed manner via a remote application server is 
hidden within the Java client API. 

High-availability (HA) is an essential requirement for 
the mission-critical LS, as such the MDB and LDB 
databases are run as 2-node Oracle RAC (Real 
Application Cluster) clusters, using mid-range Linux 
based machines. For performance reasons, only one node 
of the cluster is actually used to run the service at any 
given moment [2]. 

ACHIEVING SCALABILITY 
Combing the following facts, there should be no doubt 

that scalability has been successfully achieved so far: 
• With a throughput of 100 TB / year, the LS is 

dealing with data rates two orders of 
magnitude above the initial expectations. 

• The minimal, mid-range hardware used, has 
only been replaced twice in 10 years upon 
reaching end-of-life, and is currently running 
with low resource consumption (~10%). 

 
Achieving this scalability can be attributed to a number 

of points: 

A Good Database Design 
The database schema used is scalable by design [1] – 

not being affected by the need to log additional signals 
from new equipment, and exhibiting constant data 
extraction times independently of the number of logged 
records. 

Extensive Instrumentation 
All elements of the LS, from client libraries to database 

procedures have been heavily instrumented. This enables 
an understanding of how the LS is being used and 
performing, in terms of who, is doing what, from where, 
how it is being done, and how long things take [3]. 

Optimal Use of Software Technology 
The database model implementation, integrated 

business logic (written in PL/SQL), and the surrounding 
Java infrastructure interacting with the database has been 
engineered to use the most appropriate features from 
Oracle, to maximize performance [1], [2].  Knowing how 
the LS systems are being used (or misused) from the 
aforementioned instrumentation is vital in order to know 
which features and techniques to use to improve system 
performance.   

Data Quality Control & Filtering 
The MDB (introduced in 2005) has advanced data 

filtering capabilities when transferring data to the LDB 
for long-term storage.  Thanks to a significant human 
effort [4] to ensure appropriate per-signal filtering 
configurations, the MDB manages to reduce the data 
transferred to the LDB by 95% (2 TB / week), only 
persisting value-changes of long-term interest. 

RECENT / ON-GOING DEVELOPMENTS 
Flexible Data Lifetimes 

The initial idea in the LHC Logging Project to keep all 
logged data on-line beyond the LHC lifetime was aimed 
at simplifying the management of logged data over time, 
and was based on the assumption that 1 TB of data would 
be acquired per year. Some 12 years later, with data rates 
already at 50 TB / year stored, and expected to reach 300 
TB / year in 2015 (after the LHC long shutdown), it is no 
longer cost-effective to simply store all data indefinitely.  
The actual required data lifetimes vary greatly (from days 
to tens of years) according to the nature of the data. 

Developments are underway to provide a flexible 
means to configure scheduled removal of data on a per 
signal basis.  Although this may sound simple, due to the 
scalable database schema design and the optimizations in 
place for storage and backups [2], actually recovering 
space for re-use presents a significant challenge. 

One Logging Solution for All Data 
Until now, the LS has been comprised of the database 

centric solution described above, and an SDDS (Self 
Describing Data Sets) files based solution, with the latter 

Proceedings of ICALEPCS2013, San Francisco, CA, USA TUPPC028

Data Management and Processing

ISBN 978-3-95450-139-7
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data 

Reduction

~ 250’000 Signals
~ 50 data loading processes
~ 5.5 billion records per day
~ 275 GB / day
à 100 TB / year  throughput

~ 1 million signals
~ 300 data loading processes
~ 4 billion records per day
~ 160 GB / day
à 52 TB / year stored

Ø +800 extraction clients
Ø +5  million extraction requests per day
Ø 130 custom applications
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CERN’s Accelerator Logging Service – Data Evolution02.
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The Evolution Towards Big Data 02.

CERN’s Journey into Big Data and Analytics

Better performance and unlock bigger datasets

Leverage analytics capabilities: new data exploitation approaches

More heterogeneous data access models

A cost-effective system

The functionalities covers more than 90% of current requirements 

Data access with SQL, custom Java APIs and applications 

What we do have…

…then why to change?
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New Technologies – New Challenges, Risks and Opportunities03.

CERN’s Journey into Big Data and Analytics

HDFS

Storage

Gobblin

HBase1min

Compactor

Schema	Partition
Provider

Kafka

Speed

Batch

7	min

1min

7	min

CCDB

Log.	
Proc.
Log.	
Proc.

100mS



19

New Technologies – New Challenges, Risks and Opportunities03.
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Scalability

Heterogeneity of clients: 
- Not limiting the accessing technologies
- Different expertise

More and better ways to exploit the data 
- Bigger datasets
- Real-time or streaming analytics, 
- More complete and informative decisions

The new architecture fulfils current and future requirements…

Leverage Collaboration 
- Across different locations
- Across academic and processional backgrounds
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New Technologies – New Challenges, Risks and Opportunities03.
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Human and expertise

Lack of maturity of the technologies to run critical services

Evolution and changing pace of the technologies 

…but what are the costs and risks?

Economical costs underestimation

Overestimation of expectation
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New Technologies – New Challenges, Risks and Opportunities03.

CERN’s Journey into Big Data and Analytics

Academic programs have quickly adapted to the expertise need

…how minimize them?

Avoid attachments to technologies by decupling services

Strategies to find the balance between productivity and exploration

Same old problems will show up - use your expertise

Cloud, Cloud and Cloud: 
- Fast deployments 
- Focus on solutions and not architecture
- Minimize the costs
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Future Circular Collider: Enhance Collaboration with Big Data04.
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The Data Process: Making Data Accessible04.

CERN’s Journey into Big Data and Analytics
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The Process: Offering the Right Tools – Data to Value04.

CERN’s Journey into Big Data and Analytics

Data Analysis, visualization and discovery involves several steps:
- Data integration, transformation, exploration, and discovery
- Agile data governance
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The Data Process - Data to Value how to…05.

CERN’s Journey into Big Data and Analytics

Push the responsibility of the process to the people who better knows it   

Use the right tools – flexible, intuitive and almost-zero learning curve 

Hide the technology complexity

The goal…

Help to focus on the data that matters

Allow a collaborative environment

…but is that possible?

Decentralize the data process
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The Data Process - Hiding Technology Complexity05.

CERN’s Journey into Big Data and Analytics

Unlock the exploitation of data from different perspectives

Avoid technological barrier

Add an abstraction layer that minimize the risks



29

The Data Process - Fishing into the (Data) Lake05.

CERN’s Journey into Big Data and Analytics

Help to focus on the data that matters

What do I really have available?



30

The Data Process - Sharing the Findings05.

CERN’s Journey into Big Data and Analytics

Use the right tools – flexible, intuitive and almost-zero learning curve 

Push the responsibility to explore the data to the people who better knows it   
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The Data Process - Where We Are and Where Are We Heading05.

CERN’s Journey into Big Data and Analytics

It helps to focus on the data that really matters

Allow more effective advance analytics prototypes  

Row Data -> Integration ->Transformation -> Focus -> Create Prototype

Making the data available and integration of data sources

The data is explored by the people who better knows it 

We can easily share findings and explorations

So we already have achieved…

…but all that is part of the advance analytics process 
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Making the most of it: Advance Analytics 06.

CERN’s Journey into Big Data and Analytics

Aperture order Aperture measured Difference = measured - order

Lets apply predictive maintenance to the LHC control system..

Row Data -> Integration ->Transformation -> Focus -> Create Prototype



34

Making the most of it: Scalable Advance Analytics 06.

CERN’s Journey into Big Data and Analytics

Need for a new set of skills and therefore profiles

…nice prototype but now I need to scale
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Some Conclusions05.

CERN’s Journey into Big Data and Analytics

Embark into Big Data is a risk but the risk of not doing it is much higher

Unlocks new ways to exploit your investment on Data

- Overcomes technical limitations
- Allows more heterogeneous data access

But making the data is available is just half of the way 

- Profit from data is a full process
- Self-service tools enhance collaboration 
- Reduce IT intervention improve productivity
- Scale your advance analytics  

And please do not underestimate costs or overestimate expectations

Cloud is essential
- Fast and flexible deployments 
- Focus on solutions and not architecture
- Minimize the risks and costs




