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01. CERN - European Organization for Nuclear Research C\Efw
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01. CERN — A Worldwide Collaboration

India
Japan
Russia
Turkey
USA

Afghanistan
Albania
Algeria
Argentina
Armenia
Australia
Azerbaijan
Bangladesh
Belarus
Bolivia
Bosnia &
Herzegovina
Brazil
Cameroon
Canada
Cape Verde
Chile

China
China (Tapei)
Colombia
Croatia
Cuba
Cyprus
Ecuador
Egypt
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El Salvador
Estonia
Georgia
Gibraltar
Hong Kong
lceland
Indonesia

Iran

Ireland
Jordan
Kenya

Korea; D.PIR
Korea Rep.
Kuwait
Lebanon
Lithuania
Luxembourg
Madagasca
Malaysia

Mauritius
Mexic
Montenegro
Morocco

Nepal
New Zealand
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Pakistan
Palestine (O.T.).
Peru
Philippines
Saudi Arabia
Senegal
Singapore
Sint Maarten
Slovenia
South Africa
Sri Lanka
Syria
Thailand
T.F.Y.R.O.M
Tunisia
Ukraine
Uzbekistan
Venezuela
Viet Nam
Zimbabwe
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Member States

Austria 29
Belgium 106
Bulgaria 75
Czech Republic 202
Denmark 53
Finland 87
France 751
Germany 1150

Candidate for Ac

Romania 118

Associate Members in the Pre

Serbia 41

Distribution of All CERN Users by

Greece
Hungary
Israel

Italy
Netherlands
Norway
Poland
Portugal

ion

1562
68
51

1686

163

61
229
109

Slovakia 88
Spain 33

Sweden 75
Switzerland 180
United Kingdom 640

6352

stage to Membership

Nationality on 14 January 2014




01. Fundamental Research — The Building Blocks of the Universe

Cosmic
Microwave
Background Solar system forms

First stars

13.8 billion years
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01. The Large Hadron Collider — A Marvel of Technology
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World’s largest sc:|ent|t"c mstrument
27km, 6000+ superconductlng magnets

o __ P L =5 e < = A o - g™ S |
Fastest racetrack on Earth
Protons C|rculate 11245 t|mes/s (99 9999991 % the speed of light)

¥ S L - £\ : 53 RN T S o e
Emptlest placein the solar system
H|gh vacuum |nS|de the magnets
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Hottest spot in the galaxy
During Lead ion collisions create temperatures 100 000x hotter than the heart of the sun;




01. The Large Hadron Collider — An Extremely Complex Instrument \

N4

CERN Accelerator Complex is unique installation

Therefore, we have to face unique challenges
T N SR / [ s eree——— I

Control and Operations
Million of sensors, large number of control devices, front-end equipment, etc.
Many critical systems: Cryogenics, Vacuums, Machine Protection, etc.
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150 Million of sensor
Control and detection sensors
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Massive 3D camera
Capturing 40+ million collisions per second
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01. The Experiments - Millions of Collisions Per Second
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LHC

7Tev 8TeV

2011 2012

LS1

splice consolidation
button collimators
R2E project

2013 2014

experiment
beam pipes

EYETS
13-14 TeV -

2015 2016

nominal luminosity

2017

2018

injector upgrade
cryo Point 4
Civil Eng. P1-P5

2019 2020

experiment upgrade
phase 1

Run 3

14 TeV

cryolimit
interaction

regions

"

radiation

2021 2022

damage

2 x nominal luminosity

p—

The constant to push the machine to its limits

2024

HL-LHC installation

2025

experiment upgrade
phase 2

14 TeV

energy

S5to7x
nominal
luminosity

2026

integrated
luminosity

Exiting future for scientists but a huge challenge for the engineers




02. CERN’s Database Status — More Data and Faster

CERN databases October 2012 CERN databases December 2015
area is size (total = 299 TB) area is size (total = 750 TB), colour is redo activity

| 1

0O 5 10 15 20 25 O 10 20 30 40 50 60 70 80 90 100 110
TB redo per month, sum = 120 TB TB redo per month, sum = 494 TB
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02. CERN's Accelerator Logging Service — Control loT System C\E/RW

> +800 extraction clients

> +5 million extraction requests per day
> 130 custom applications itimber o)
S E} ~ 1 million signals
§ ~ 300 data loading processes
2 ~ 4 billion records per day
[ £ Extraction API S ~ 160 GB/ day
- 52 TB/ year stored
>20 Years
PL/SQL filtered data 0
- ’ : filtered data 0
250’000 Slgr]als : transfer _ =
~ 50 data loading processes = = : e
~ 5.5 billion records per day B ' % . 0
~ 275 GB/ day ] 2 JE ”
- 100 TB/year throughput o
a¥
RAMSES =
. 7,
oracLe SN g) ° o a
TIM ‘ m m M 0. P %
-
Filters for o}
data

Reduction | Equipment — DAQ - FEC |] | Equipment— DAQ - PLC




— Data Evolution

s Accelerator Logging Service

02. CERN’

Storage Evolution - Sizein GB / day

700
600
500
400
300
200

100

910¢
G10c
G10c
G10c
G10c
710¢
¥10¢
¥10¢
710c
€10c
€10c
€10c
€10c
c10c¢
c10c¢
c10c¢
c10c¢
T110¢C
T110¢C
110¢C
0T0c¢
0T0c
0T0c
010c¢
600¢
600¢
600¢
600¢
800¢
800¢
800¢
800¢

QPS




02. The Evolution Towards Big Data )

What we do have...

@ A cost-effective system

@ The functionalities covers more than 90% of current requirements
@ Data access with SQL, custom Java APIs and applications
...then why to change?

@ Better performance and unlock bigger datasets

@ Leverage analytics capabilities: new data exploitation approaches

@ More heterogeneous data access models
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HEReE
Apache Kafka _ G Speed G <
" | | | SparK

Batch

Log.
| Proc.

Gobblin

Compactor
%y Parquet (
\

{ [ -— A
Schema Partition /i Fge
=> Provider




03. New Technologies — New Challenges, Risks and Opportunities C\E/RW

The new architecture fulfils current and future requirements...

VW scalability

@ Heterogeneity of clients:
- Not limiting the accessing technologies
- Different expertise

@ More and better ways to exploit the data
- Bigger datasets

- Real-time or streaming analytics,
- More complete and informative decisions

@ Leverage Collaboration
- Across different locations

- Across academic and processional backgrounds




03. New Technologies — New Challenges, Risks and Opportunities C\E/RW

...but what are the costs and risks?

v
Vv
v
Vv
Vv

Human and expertise
Economical costs underestimation

Overestimation of expectation

Lack of maturity of the technologies to run critical services

Evolution and changing pace of the technologies




03. New Technologies — New Challenges, Risks and Opportunities C\E/RW

...how minimize them?

RRRRKK

Academic programs have quickly adapted to the expertise need

Avoid attachments to technologies by decupling services
Strategies to find the balance between productivity and exploration

Same old problems will show up - use your expertise

Cloud, Cloud and Cloud:
- Fast deployments
- Focus on solutions and not architecture
- Minimize the costs
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04. The Data Process: Making Data Accessible

Scenario

EE]

® Power Converters :Extractit_m
: ntegration

® Cryogenics { o3 ¢'0

® Machine Protection

® Accelerator Major Events Equipment Experts

. : Accelertor Operators
® Accelerator Fault Tracking . Extemal Users

Discovery RAM Analysts

® Accelerator Logging

® Operations logbook O.\ Exploration

SeacLe
cloudera

Oracle Big Data Discovery
Hadoop Fat/Hive Table Detector

Oracle DGRAPH
In-Memory Columnar Database

DATA STORAGE (HDFS)

OQOOND JDBC
Java Database Connectivity

.
.................................................... A"sessssssssssssssssssssssssssssssssssssssssssss

Data persistency and ETL
Data Exploration |

CERN

\
Nl

Challenges

e Scale-out architecture

® Based on cloud

® Advance Analytics (Text

Analytics, Correlation)
® User-driven ETL

® Flexible Data Analytics and
Discovery

® Collaborative environment

Data Discovery and Analytics




04. The Process: Offering the Right Tools — Data to Value C\E/RW

@ Data Analysis, visualization and discovery involves several steps:

- Data integration, transformation, exploration, and discovery
- Agile data governance

Reliability Availability & Maintainability for CERN’s Accelerator Complex

e I Powerful editor for data
transformation, data cleaning,

attribute enrichment

and feature engineering

Import and export specific data
in various formats and save
them directly to Hadoop

Big Data Studio
Exploration B

I Flexible environment allow
users to create and customize
their applications to dynamically
filter and dig into the data to
get insight

IMuI‘leIe built-in analytics

components to create discovery
applications and dashboards
using one or several datasets.
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05. The Data Process - Data to Value how to... C\E/RW

The goal...
@ Decentralize the data process
@ Push the responsibility of the process to the people who better knows it

...but is that possible?

@ Use the right tools — flexible, intuitive and almost-zero learning curve
@ Hide the technology complexity
@ Help to focus on the data that matters

@ Allow a collaborative environment




Explore v

05. The Data Process - Hiding Technology Complexity

Transform v

LOGBOOK

Clear All

logbook_complex

O, Filter... ~

LHC

PS Complex
SPS
ISOLDE
HISTORY
BE-BI

UA9
TE-ABT

TE

RF
SHUTDOWN
TE-VSC
R2E

EN-ICE
AT-MCS

logbook_event_comment
logbook_event_date
logbook_event_id
logbook_fault_description
logbook =)=

Discover v

x

~

CERN

Unlock the exploitation of data from different perspectives

Avoid technological barrier

Add an abstraction layer that minimize the risks

ORACLE" Big Data Discovery

logbook_complex
ESTS S

Logbook BDD: logbook

D

earch

Double-click or drag to insert a
function
O, Filter...

abs(long)
acos
addTime(date, integer,string)
asin(double)
atan(double)
atan2(double,double)
cardinality(object)
cbri(double)
ceil(double)
concat(string[])
concatWithToken(string,string[])
contains(string,string)
copySign(double,double)
copySign(float,float)

cos(double)

PAGE 1 OF3 » »l

record_id

Transformation Editor
Use refinement state as a conditional statement
1
Focs Sariod  Pacords Viewsd  Attrbutes * Favonr
All Attributes
= (i logbook_line_name = (i logbook_logbook = (i logbool
— — |
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OoP
[PROTONPHY] LHC OP
[PROTONPHY] LHC OP
<

Unselected line
STABLE BEAMS
Unselected line

Unselected line

1,717,723
1,538,448
2,176,997
1,541,296

Apply to "logbook_logbook"

® Create New Attribute

New Attribute Name

Enter text...

Data Type

String v

+ Single Assign

[ cencor | preview | acato serot |
= ©O

4 Sort: By name Vv

[7] logbook_shift_end_... = # logbook
2012-08-09 23:00:00 UTC 1,046,70° A
2012-08-09 23:00:00 UTC 1,046,70°
2013-02-14 07:00:00 UTC 1,051,967
2012-08-10 07:00:00 UTC 1,046,707
2013-02-14 07:00:00 UTC 1,051,967
2012-08-10 07:00:00 UTC 1,046,70:
2012-08-13 07:00:00 UTC 1,046,78¢
2012-07-12 07:00:00 UTC 1,045,80(
2013-02-14 07:00:00 UTC 1,051,967
2012-11-25 07:00:00 UTC 1,049,98¢
2012-07-27 23:00:00 UTC 1,046,29:
2012-08-10 15:00:00 UTC 1,046,71¢ -~
>

™ ~




05. The Data Process - Fishing into the (Data) Lake N

@ Help to focus on the data that matters
@ What do | really have available?

ORACLE" Big Data Discovery (searon P & | e =
Explore v Transform v Discover v Logbook BDD: logbook & w2
LOGBOOK logbook_complex
Clear All TESTS ® <
A~
Y X 725K of 725K 525K a1 >
Records Sampled Records Viewed Attributes FAVORITES DATATYPE NAME ~ 7> HIDDEN o
logbook_complex A
DISPLAY: Favorites Sort: i i
o, Fitter... - o 3 So Relationship to logbook_complex W E
LHC
PS Complex
SPs
ISOLDE LHC LHC OP Herve Michel Genoud BE-OP-PS
PS Complex SPS Richard Scrivens BE-OP-PSB
HISTORY SPS PS Fabrice Chapuis BE-OP-SPS
BE-BI ISOLDE PSB Bettina Mikulec BE-ABP-HSL
e HISTORY CTF Rodolphe Maillet BE-RF-FB
BE-BI ADE Jose-Luis Sanchez Alvarez BE-OP-AD
TE-ABT 9 others 75 others 85 others 19 others
TE
RE logbook_complex logbook_logbook logbook_jira_reporter logbook_jira_reporter_...
SHUTDOWN
TE-VSC
R2E
EN-ICE
AT-MCS
BE-CO-APS cPS BE Resolved
B BECOFE Ps oo Ciosed
BE-CO-HT PSB Done
BE-OP-AD RF TE
BE-CO-DO orP EN Open
BE-OP-PS Cryogenics In Progress
20 others 61 others PH Reopened
logbook_jira_assignee... logbook_fault_groupn... logbook_jira_assignee... logbook_jira_status
logbook_event_comment
logbook_event_date Unselected line [PROTONPHY]
) RUN [BEAM]
logbook_event_id BEAM IN [BeamSetup]
logbook_fault_description v 2525\:(: LIP EMB}:R1 SETILONG21

logbook =)=




05. The Data Process - Sharing the Findings N

N,/
@ Use the right tools — flexible, intuitive and almost-zero learning curve

@ Push the responsibility to explore the data to the people who better knows it

ORACLE" Big Data Discovery ¢ = ° &
Explore v Transform v Discover v Aft Faults: Logbook
LOGBOOK OP_MODE LOGBOOK_NICKNAME
Clear All Unselected line ) TESTS S <
v x *m
" » AFT_FAULTS_EXTENDED v Year | Month ’
- v LOGBOOK 6k OP_MODE
EVENT_COMMENT RUN
EVENT_DATE W BEAM IN
s« SErTivG, up
m = seTup
NosEAuS
M STABLE BEAMS
I A , LHC. MASTERSHIP
£ 5P ASTERSHIP
Boweon : H Pre G
& B LossniAPs
212010 m - ezeote @@ 5 3 .- MEASUREMENT
3 W INJ_TUNING
104225 - (190624 H INTERVERTION
| l B UNSTABLE BEAVS
2 - W Stand-by
187765 resuts [ suomit | || I.. | ] B Commissioning
EVENT_ID -

FAULT_CREATED
FAULT_DESCRIPTION
FAULT_GROUPNAME

FAULTID % o T b, Y % % .
FAULTNAME T, 2,0 0, 0,7 % %
LINENAMES oo EVENT_DATE
LOGBOOK_COMPLEX
LOGBOOK_NICKNAME

O, Fiter. v
LHooP Operational Mode by Complex
SPS LHC OP SPS PS PSB ADE EASTB
Ps v O InnerRing
FAULT_GROUPNAME
ee AFT
ADE cPS
jwozniak): PS
EASTB ::B
LINAC 3 m op
ctF Cryogenics
Wi ess LINAC 3 CTF LINAC 2 EASTC Others W Others
EASTC Second Ring
wonon 43.6k O sreensdie
LINAC 2 m Ps
LINE2 Setting Up
LHC1 m Voltage source
m Vacuum
™
EASTA m PS8
e Cold compressor
LHoRASTY W Others
150 GPS

LINES,1046102,2012-07-21 21:00:....

More Select All

OP_MODE

&/ Logbook o4




05. The Data Process - Where We Are and Where Are We Heading C\E/RW

N4

So we already have achieved...

@ Making the data available and integration of data sources

@ The data is explored by the people who better knows it

@ We can easily share findings and explorations

...but all that is part of the advance analytics process

@ It helps to focus on the data that really matters

@ Allow more effective advance analytics prototypes

@ Row Data -> Integration ->Transformation -> Focus -> Create Prototype

&)

NS
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06. Making the most of it: Advance Analytics C\E/RW

N4

Lets apply predictive maintenance to the LHC control system..

Aperture order Aperture measured Difference = measured - order

H | |H¢ I* * Qq \

@ Row Data -> Integration ->Transformation -> Focus -> Create Prototype

MATLAB




CERN

06. Making the most of it: Scalable Advance Analytics

...Nnice prototype but now | need to scale

@ Need for a new set of skills and therefore profiles

ETL <%
Island @'/’ '55 hbase
A =8
¢ =3
?’b—"o SCALABLE ANALYTICS
-
e X DISTRICT
Q-" hive
INNOVATION
PARK

A%
- Mahout =<= o0 ° X
-.o | g e
X7
LOCAL Z0O ~~-~ it e ety
CUARER . $ NS Spark
AREA v
TRADITIONAL ANALYTICS o TSN S« P e MLib
i o N «
PostgreSQL St DISTRICT Oracle R ° 75
oL St Root Blvd. Entrerprise ° -~ “
MysQL 5t 5 PY od o °
Databases A AV& A ® .....,aqs'/ea < OSpark 8,
sQL Custom S °® e ®¢ oy, ° X '
- Scientific Format 5> & °® °e; : Streaming SPark ML
) °
NetCDF St. Standard Sl °® O
Files o® o® Oracle R -
37e® BUSSINESS ... Advance Analytics &5
o AREA o® Hadoop I
5 =
LARGE SCIEfITIFIC 0 R
INSTALLA NS ‘_‘ @ ...
Space Exploration 04
4 Faci':iity Database °®
— Packages ..
Radio Telescope °
Project L]
-
i\ 2 ®
PartlclLealF:’)hyslcs Custom Analytics :
Frameworks P
- = xS 4
Math & Statistic Ph.D 0° &
Faculty Schools ...
XXX XYY Y TR L X XXX XXX

i Python p
§ Vaml.la > 2 Scikit Lea::atlab St @mmm» Data Exploration Line  TRANSFER LINES UNDER CONSTRUCTION LINES
& é‘:' 5_\_ p Park < School c?f e Skills Line ®®® e Extra Cost Applied (New Skills) @ @& |n-Memory Line
:% 5’ 2 zf; Computing Q’é(\da Engineering @mms» Data Location Line ® ® ® ® Extra Cost Applied (Data Movements) @ @ Hadoop Line
b 2 Faculty UNIVERSITY Custom Frameworks Line ® ® ® ® Super-Reduced Extra Cost
% CAMPUS In-Database Line

® ® ® ® Extra Cost Applied
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05. Some Conclusions C\E/RW

N4

@ Embark into Big Data is a risk but the risk of not doing it is much higher

@ Unlocks new ways to exploit your investment on Data

- Overcomes technical limitations
- Allows more heterogeneous data access

@ But making the data is available is just half of the way

- Profit from data is a full process

- Self-service tools enhance collaboration

- Reduce IT intervention improve productivity
- Scale your advance analytics

@ Cloud is essential
- Fast and flexible deployments

- Focus on solutions and not architecture
- Minimize the risks and costs

@ And please do not underestimate costs or overestimate expectations
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